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= First Physics Day (30/03/2010): massive press coverage for the first
High Energy Physics events!

More than 100 journalists from 68 media outlets in 18 countries attended the event at CERN

The news of the first 7 TeV collisions was covered by print, radio and television news around
the world: 2,200 news articles published in print and online on March 30

CERN's public homepage recorded 205,000 visitors (unique IPs) from 185 countries,
compared to a normal average of 10,000 visitors per day. The Press Office site (includes
LHC First Physics site) recorded 154,000 visitors, up from a usual average of 2,000 per day

Twitter: The link to the press release announcing the first 7 TeV collisions was clicked on
58,000 times. the link to the webcast received 11,000 clicks; the link to CCC photos received
16,000 clicks. CERN went from 90,000 to 120,000 followers during the day. The keywords
"LHC", "CERN", "TeV" and "experiment" were all global trends on Twitter at some point
during the day

More than 800 news items were broadcast worldwide using CERN footage available on that
day via Eurovision satellite. Includes many big networks such Al Jazeera, ARD, Antena 3,
BBC 1, 2, world, TVN24, Globo, TF1, France2, France3, CNN (+ Asia, Arabic, Turkey), FOX,
MSNBC, RTL...

= The CERN openlab annual report was available to the journalists in the press room
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= The LHC First Physics webcast and video coverage proved to be
extremely successful as well:

= The CERN LHC First Physics day-long webcast was visited by 700,000 unique computers (IP
addresses). This is an average of about 3 videos viewed by each user.

* Rebroadcasters:
* TF1News: 35-40,000 viewers
* CARNet: 4,307 unique visitors
* Livestation: 6,749 unique visitors

= During the month of March, CERN published 10 video stories to the Newsmarket site. 706
video clips were ordered by 80 media outlets including AFP, EFE, APTN, ARD, CNN,
Discovery Channel, Globosat, LCI, Reuters, RTL, RTVE, Sky News, El Merucio, IDG News,
Spiegel Online, Telegraph, Zoomin...

= The massive coverage of this event reinforced awareness amongst general public
and strengthened the high tech image of the organisation. The heavy ion run at the
end of the year was a major success as well (including for WLCG).
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For scientists, collisions at the world's most powerful particle collider are just the start.
Nature follows the torrent of data on its circuitous journey around the world.

Beneath penﬂy rolling hills between the

BY GEOFF BRUMFIEL
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= Visits Service: 58,000 visitors (compared to 40,000 in 2009 and 25,000 in
2008) and still many more requests.

= New permanent exhibition (‘Universe of Particles’ in the Globe for Science and
Innovation): 36,000 visitors since its opening (July 2010)

= Total of 282 VIP visits (Head of States, Ministers, etc.) in the last two years

» Teachers Programme: 984 in 2010 (830 participants in 2009): limit of present
capacity...

» Possibility to partner with you on the educational activities (e.g. Intel ISEF students came to visit
CERN in 2009 and 2010, possibility to partner on workshops, to organise Vvisits)
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Physics World top 10 breakthroughs 2010

© © N o O R~ DN

Dec 20, 2010: http://physicsworld.com/cws/article/news/44618

CERN Antihydrogen success

‘It was a tough decision, given all the fantastic physics done in 2010. But we have decided to award the Physics World
2010 Breakthrough of the Year to two international teams of physicists at CERN, who have created new ways of
controlling antiatoms of hydrogen.’

Exoplanet's atmosphere is laid bare
Quantum effects seen in a visible object
Visible-light cloaking of large objects
Hail the first sound lasers

A Bose-Einstein condensate from light
Relativity with a human touch

Towards a Star Wars telepresence
Proton is smaller than we thought

10. 10th place: CERN achieves landmark collisions

‘We couldn't have a top 10 list that does not include the significant breakthroughs in accelerator technology at CERN's
Large Hadron Collider (LHC). In March, LHC physicists achieved the first 7 TeV proton—proton collisions ever achieved
in a particle accelerator. And what's more, in November the LHC moved seamlessly into the business of colliding lead
ions in a successful bid to recreate the conditions of just after the Big Bang. Both runs generated copious amounts of
data that will keep physicists busy until the accelerator starts up again next year.’
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More than 60 press articles focused on the
openlab activities this year (more to come

when the full year checking review will be

done): www.cern.ch/openlab-press

Detailed tracking done in parallel (details such as

+ sponsors quoted, media, number of words, etc.) = Feel
free to contact me for any specific request concerning
the specific coverage related to openlab and your
company

: gl

Computing chapter CERN openlab annual report
of the CERN annual
report_ZOOQ 12 technical reports available at:
» Copies given to

. S www.cern.ch/openlab-reports
Science ministries
and Head of States of
all CERN member 23 news published on the website:
states www.cern.ch/openlab-newsletter
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= CERN and partnering labs just launched a new media (a blog):
http://www.quantumdiaries.org/author/cern/ .

» CERN DG, Rolf Heuer, invited to speak at the World Economic Forum
in Davos this week.

= First 2011 Collisions by the end of February. First communication

about ‘real’ science could also happen quite soon:
‘To my mind, there are excellent prospects for Higgs Boson discovery or exclusion in
2011-2012
CERN DG, Rolf Heuer, 12/01/2011

=  To know more about CERN scientific programme 2011-2012, feel free
to watch the webcast related to the Chamonix workshop on
09/02/2011 (time is not known yet): http://webcast.cern.ch/ . A press
release will also be published on Friday this week.

= One hundred years anniversary of supraconductivity: CERN will be
involved together with the University of Geneva.
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CERN & The programme:
openiab » Exists since 2003
» 14 students from 12 nationalities participated this summer (Albania, Austria, Bulgaria, China,
Croatia, Czech Republic, France, Macedonia, India, Italy, Romania, Spain)

» Tripartite funding: Industry, Universities and CERN (about half of the students are funded by
openlab partners and work on openlab related projects)

* 2-month stay between June and September 2010

= Timeline 2011:

» Leaflet and poster 2011 will be available next week on www.cern.ch/openlab-students
 Call for projects in IT by 28" February 2011

» Student applications by 31st March 2011 (and will open next week)

» Goodies very much welcome by the students working on the openlab projects!
R e I A
e I Sl )

lab Student Pr 2011

=  Communication:

Next week:

— Postings on the CERN openlab website, CERN Courier website (job section), Brightrecruit,
Euraxess (European Commission job website for researchers), as well as key technology
universities career websites.

— E-mailing to 130 targeted contacts: the Computer Science Departments, the alumni
organizations and the Career Information Officers of 48 key technology universities part of
CERN member countries.
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28/01/2011 3-4/05/2011 Mid October

openlab openlab
Major Rspiab Major
J Board of |
Review Review

Annual

¥ Minor Review Meetings (Technical Meetings)
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